
Satellite-sensor calibration
verification with the cloud-shadow method

Phillip N. Reinersman, Kendall L. Carder, and Feng-I R. Chen

An atmospheric-correction method appropriate for high-spatial-resolution sensors that uses cloud-shaded
pixels together with pixels in a neighboring region of similar optical properties is described. This
cloud-shadow method uses the difference between the total radiance values observed at the sensor for
these two regions, thus removing the nearly identical atmospheric radiance contributions to the two
signals ~e.g., path radiance and Fresnel-reflected skylight!. What remains is largely due to solar photons
backscattered from beneath the sea to dominate the residual signal. Normalization by the direct solar
irradiance reaching the sea surface and correction for some second-order effects provides the remote-
sensing reflectance of the ocean at the location of the neighbor region, providing a known ground target
spectrum for use in testing the calibration of the sensor.

A similar approach may be useful for land targets if horizontal homogeneity of scene reflectance exists
about the shadow. Monte Carlo calculations have been used to correct for adjacency effects and to
estimate the differences in the skylight reaching the shadowed and neighbor pixels. © 1998 Optical
Society of America

OCIS codes: 010.0010, 010.1320, 010.4450, 120.0280, 280.1310.
1. Introduction

Accurate calibration of aircraft and spaceborne sen-
sors that view dark targets such as the ocean is crit-
ical. As much as 90% of the signal at the sensor is
due typically to the atmosphere; as little as 10% of the
signal may be due to target reflectance.1,2 Therefore
a 5% sensor calibration error may result in an error of
as much as 50% in the calculated reflectance. Pre-
launch calibration accuracies of 2–5% are represen-
tative of requirements for space sensors, and in-orbit
sensor performance typically differs from prelaunch
performance. Because sensor performance de-
grades over the life of the mission, occasional recali-
bration with aircraft- or ground-based methods3,4 is
required.

The method of choice for sensor calibration when
viewing the ocean from an aircraft or space is to
locate a region with relatively stable and homoge-
neous optical properties ~e.g., the Sargasso Sea!, mea-
sure its water-leaving radiance spectrum, and
determine the optical properties of the atmosphere
coincidentally with a sensor overpass.2,4,5 Then the

The authors are with the Department of Marine Science, Uni-
versity of South Florida, St. Petersburg, Florida 33701-5016.

Received 21 July 1997; revised manuscript received 4 May 1998.
0003-6935y98y245541-09$15.00y0
© 1998 Optical Society of America
radiance at the top of the atmosphere can be modeled,
and the sensor calibration can be adjusted to produce
consistent results. But new calibration strategies
will be required for high-spatial-resolution sensors
employed in coastal applications where variable bot-
tom reflection and horizontal gradients in water con-
stituents make conventional surface calibration
difficult.

In this paper we describe an atmospheric-
correction method that uses cloud-shadowed pixels in
combination with unshadowed pixels in a neighbor-
ing region of similar optical properties. The cloud-
shadow method uses the difference in the total
radiance reaching the sensor, Lt~l!, from these two
regions. This allows nearly identical contributions
to the two signals ~e.g., path radiance and Fresnel-
reflected skylight! to be removed, leaving mostly so-
lar photons backscattered from beneath the sea to
dominate the residual signal. Normalization by the
direct solar irradiance reaching the sea surface pro-
vides, to first order, the remote-sensing reflectance of
the ocean at the location of the neighbor region.
Special attention must be paid to evaluating and cor-
recting for adjacency effects and the difference in
skylight reaching the shadowed and neighbor pixels.

The Airborne Visible-InfraRed Imaging Spectrom-
eter ~AVIRIS!, flying at an altitude of 20 km, provides
data simulating that expected from hyperspectral
space sensors of the future.6 Data from the AVIRIS
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5541
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were used to develop and test the methodology that
we describe in this paper.

2. Theoretical Considerations

For illustrative purposes, imagine a viewing situa-
tion in which the sensor calibration is correct. The
solar zenith angle u0 is 45°, and the angle from the
pixel to the sensor u is approximately 0° ~see Fig. 1!.

small, compact cumulus cloud removes direct solar
hotons and shadows a region. The water-leaving
adiance directed toward the sensor from this shad-
wed region is designated Lws. ~Note that terms in-

dicating wavelength dependence are left out for
brevity in cases in which doing so is unlikely to cause
confusion.! This radiance results from skylight pho-
tons reflected by the surface or scattered from be-
neath the ocean surface.

Adjacent to the shadowed region is a neighboring
patch of water with inherent optical properties iden-
tical to those of the shadowed region. This region is
illuminated by direct solar photons as well as sky-
light. The water-leaving radiance from the neighbor
region is designated Lwn.

In addition to the water-leaving radiance, the sen-
sor measurement includes the effects of path radi-
ance caused by atmospheric scattering of photons
into the field of view of the sensor. Path radiance
may include solar photons backscattered into the
field of view without interacting with the sea surface
and forward-scattered photons that have been re-
flected from the sea surface either before or after
scattering. The primary processes responsible for
path radiance are molecular ~or Rayleigh! scattering
and particulate ~or aerosol! scattering. Path radi-
ance can be attributed, therefore, to photons that
have suffered only Rayleigh scattering, only aerosol
scattering, or some combination of both. These
three types of path radiance are denoted by Lr, La,
nd Lra, respectively.
Accordingly, let the total radiance measured at the

Fig. 1. Geometric demonstration scene of a paired cloud and
shadow arrangement.
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sensor when viewing a neighboring area in unshad-
owed water be given by

Ltn 5 Lr 1 La 1 Lra 1 td Lwn, (1)

where td represents the diffuse transmittance of the
atmosphere for water-leaving radiance.7

The radiance measured at the sensor when viewing
a shadowed pixel can be expressed in the same form,
but some differences in the path radiances and dif-
fuse transmittance can be expected. We assume
that the cloud is of sufficient thickness that the direct
solar beam is completely occluded. Because part of
the viewing path to the shadowed pixel is also shad-
owed, this portion of the viewing path must produce
less path radiance ~Fig. 1!.

The apparent path transmittance of the water-
leaving radiance from the shadowed pixel may not be
equivalent to the term used in Eq. ~1!. Use of the

iffuse transmittance is justified when viewing a
arge, homogeneous area. In such a case, target ra-
iance that is forward scattered out of the viewing
ath is balanced by the radiance scattered into it
rom adjacent areas of the scene. Thus the apparent
ttenuation of Lwn when viewing a large, homoge-

neous area is due primarily to backscattering and
absorption. In the case of the shadowed pixel, the
adjacent areas of the scene are generally brighter,
and so the apparent transmittance of the viewing
path to the shadow will be enhanced by photons re-
flected from the bright portion of the image and scat-
tered into the field of view of the sensor.

With these ideas in mind, the total radiance at the
sensor when viewing a shadowed pixel can be written
as

Lts 5 Lr 2 DLr 1 La 2 DLa 1 Lra 2 DLra

1 ~td 1 Dtd!Lws, (2)

where D terms express perturbations that are due to
nonhomogeneity in the scene illumination.

In general, water-leaving radiance is the result of
backscattering of light that has penetrated the air–
sea interface and can be expressed as the sum of two
parts: one part caused by backscattering of diffuse
skylight and the other by backscattering of the direct
solar beam. For the neighbor and shadowed pixels,
respectively,

Lwn 5 sky Lwn 1 sol Lwn, Lws 5 sky Lws, (3)

because solLws 5 0.
Even though the cloud is small and occludes a sim-

ilar portion of the sky for both the shadowed and the
neighbor pixels, the diffuse irradiances incident on
the two pixels are unequal ~see Appendix A!. The
cloud occludes the brightest part of the sky from the
shadowed pixel, i.e., the part containing the radiance
that is due to near-forward scattering by aerosols.
On the other hand, the neighbor pixel is illuminated
by the relatively bright side of the cloud. Therefore
the diffuse irradiance at the neighbor pixel may be
greater than that in the shadow. Under the as-
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sumption that the remote-sensing reflectance for sky-
light is about the same at the shadow and neighbor
pixels, we can write

sky Lwn 5 sky Lws 1 Dsky Lws, (4)

so that

Ltn 2 Lts 5 DLr 1 DLa 1 DLra 1 td~sol Lwn 1 Dsky Lws!

2 Dtd sky Lws. (5)

The first three terms on the right hand side of Eq.
5! depend on the length of the shaded portion of the
iewing path to the shadow pixels. The height of the
ntersection of the viewing path with the upper edge
f the cylinder of atmosphere shaded by the cloud can
e determined from scene geometry. The height of
his intersection will be comparable to the radius of
he shadow, probably less than 500 m. The thin
ayer of atmosphere below this intersection would be
he source of less than 15% of the Rayleigh scattering.
herefore we assume that the Rayleigh–aerosol cor-
ection term DLra is negligible. Then following Gor-

don et al.8 for the aerosol and Rayleigh corrections we
can write

DLx 5 @vxtx9F00Px~u, u0!#td9y4p, x 5 a, r, (6)

where

tx9 5 the optical thickness of the shaded
viewing path for process x;

wx 5 the single-scattering albedo for process
x;

F00 5 F0 exp@2~t 2 t9!ycos~u0!#, the direct
beam incident at the height of the
shadow and path intersection;

F0 5 the extraterrestrial solar irradiance;
Px~u! 5 the scattering phase function for pro-

cess x;
Px~u, u0! 5 $Px~u2! 1 @r~u! 1 r~u0!#Px~u1!%ycos~u!;
cos~u12! 5 12cos~u0!cos~u! 1 sin~u0!sin~u!cos~f 2

f0!;
r~u! 5 the Fresnel reflectance for incident an-

gle u; and
td9 5 exp$2@~tr 2 tr9!y2 1 ~toz 2 toz9!#ycos~u!%,

the diffuse transmittance from the
shadow and path intersection to the top
of the atmosphere.

A term involving ~ta 2 ta9! was neglected in the last
expression because diffuse transmissivity that is due
to aerosols from the top of this layer is approximately
unity.2 The term toz9 is also negligible, because
ozone is generally found above the cloud layer.

The term involving Dtd in Eq. ~2! represents the
apparent increase in diffuse transmittance of water-
leaving radiance when viewing a shadowed pixel be-
cause of the adjacency effect of the brighter
surrounding water. The research of Tanre et al.9
indicates that this term is proportional to the differ-
ence in water-leaving radiances from the shadowed
and neighbor pixels and is dependent on the geome-
try of the particular case. Thus, unlike for the
DLx~l! terms, the value of Dtd~l! cannot be deter-
mined by use of LOWTRAN 7.10 Calculating Dtd~l! in
the general case would prove difficult and time-
consuming, requiring a detailed simulation for each
scene used in the sensor calibration. However, in
the simplified case of a uniform circular shadow em-
bedded in a brighter, homogeneous background, Dtd
can be expressed in a straightforward manner by use
of Eqs. ~4!–~6! of Reinersman and Carder.11 We can
write Dtd as

Dtd 5 tds~Lwn 2 Lws!yLws 5 tds~solLwn 1 DskyLws!yskyLws,

(7)

here

s 5 1 2 @tb 1 cum~R!#ytd. (8)

Here tb is the beam transmittance along the viewing
path from the target pixel to the sensor. The cum~R!
term represents the apparent increase in path beam
transmittance when viewing the shadow center,
which results solely from photons that have been
reflected from other points in the shadow and subse-
quently scattered into the field of view of the sensor.
Recall that td represents the diffuse path transmit-
tance that would be observed if the target pixel were
embedded in a uniform background of unshaded wa-
ter. For a given shadow radius R, Eqs. ~18!–~22! of

ef. 11 can be used to estimate cum~R! once the aero-
sol optical thickness is known.

The approximations in Ref. 11 are based on linear
scaling of Elterman’s12 aerosol profiles to match the
prevailing atmospheric aerosol optical thickness.
To obtain an initial estimate of ta~l!, the aerosol op-
ical thickness for wavelength l, a scaling relation-
hip between ta~780 nm! and the aerosol path

radiance at 780 nm, La~780 nm!, was developed by
use of LOWTRAN 7 with the U.S. Navy Maritime aerosol
model ~Fig. 2!. This wavelength was chosen to avoid
gas absorption bands in the atmosphere and because
Lw~780 nm! 5 0.0 for nonturbid waters. First, the
total radiance reaching the top of the atmosphere,

Fig. 2. Scaling relationship between La~780 nm! and ta~780 nm!
derived from LOWTRAN 7.
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5543
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Lw~780 nm!, was calculated for several values of
ta~780 nm!. Then Lt~780 nm! was calculated for an
tmosphere characterized by Rayleigh scattering
nly. Subtraction of the latter value from the
t~780-nm! values calculated for the atmospheres

containing aerosols yields La~780 nm! because Lr~780
nm! 1 Lra~780 nm! is approximately constant for
ta~780 nm! , 0.5. Based on the above simulations,
we estimate ta~550 nm! 5 0.0375 for the clear condi-
tions encountered when the scenes used in this re-
search were acquired. The behavior of s~l, R! for
this aerosol optical thickness is shown in Fig. 3.
Thus we estimate that s~550 nm! is approximately
0.09 for shadows of spherical clouds of the size mod-
eled in this paper when viewed through very clear
atmospheres. Fortunately, the algorithm presented
subsequently for deducing Rrs is relatively insensi-
tive to error in the estimation of Dtd; a 50% error in
the estimation of Dtd induces only approximately 5%
error in the calculated Rrs.

Using Eqs. ~7! and ~5! we obtain

~sol Lwn 1 Dsky Lws! 5 ~Ltn 2 Lts 2 DLa 2 DLr!ytd~1 2 s!.

(9)

we now define

ε~li, lj! 5 @va~li!ta9~li!Pa~u, u0, li!#y

@va~lj!ta9~lj!Pa~u, u0, lj!#, (10)

S9~li, lj! 5 DLa~li!yDLa~lj!

5 ε~li, lj!@F00~li!td9~li!#y@F00~lj!td9~lj!#. (11)

By use of these results the spectral dependencies in
Eq. ~9! can be made explicit:

d~li!@1 2 s~li!#@solLwn~li! 1 Dsky Lws~li!# 5 Ltn~li!

2 Lts~li! 2 DLr~li! 2 S9~li, lj!$Ltn~lj! 2 Lts~lj!

2 DLr~lj! 2 td~li!@1 2 s~li!#@solLwn~lj! 1 Dsky Lws~lj!#%.
(12)

Fig. 3. s~l, R! from backward Monte Carlo simulation.
544 APPLIED OPTICS y Vol. 37, No. 24 y 20 August 1998
If lj is a wavelength such as 780 nm where the
water-leaving radiance is essentially zero, then
solLwn~lj! 1 DskyLws~lj! 5 0, and Eq. ~5! becomes

DLa~780 nm! 5 Ltn~780 nm! 2 Lts~780 nm!

2 DLr~780 nm!. (13)

This allows Eq. ~12! to be rewritten as

td~li!@1 2 s~li!#@solLwn~li! 1 DskyLws~li!# 5 Ltn~li!

2 Lts~li! 2 DLr~li! 2 S9~li, 780 nm!@Ltn~780 nm!

2 Lts~780 nm! 2 DLr~780 nm!#. (14)

The cloud height and the height of the shadowed
iewing path ~h in Fig. 1! can be calculated from
cene geometry. Then DLr~l! can be determined for
ll l by subtracting LOWTRAN 7 results for the air

column down to height h from the results for the
entire air column. The aerosol correction term DLa
~780 nm! is then determined by Eq. ~13!. Knowledge
f wind speed allows estimation of ε~li, 780 nm!13 and

thus S9~li, 780 nm!. DskyLws~li! can be estimated by
Monte Carlo simulation ~see Appendix A!. Thus Eq.
14! allows solLwn~li! to be calculated.

If we assume a Lambertian sky, the average cosine
for irradiance at the surface that is due to skylight,
skyEd~01!, is 0.707.14 This is roughly equivalent to
having all skylight photons striking the sea surface at
45° and is the same as the cosine of the irradiance
that is due to direct solar illumination, solEd~01!, in
this example. So, because reflectance is indepen-
dent of the source intensity and color and the illumi-
nation geometry is equivalent for the solar and
average sky photons in this case,

solRrs 5 solLwnysolEd~0
1! 5 LwyEd~0

1! 5 Rrs, (15)

where Rrs is the remote-sensing reflectance that is
due to total downwelling irradiance Ed~01!. Thus
deriving Rrs in this manner provides a calibrated
target reflectance value that can be used to derive the
atmospheric aerosol characteristics in a manner sim-
ilar to that used by Gordon et al.8 for low-chlorophyll,
offshore waters.

3. Experiment

We tested the cloud-shadow reflectance method using
the AVIRIS data collected from an altitude of 20 km
over the Straits of Florida. The AVIRIS produces
images consisting of 512 rows of 614 cross-track sam-
ples. At each sample location radiance is measured
simultaneously in 224 channels. Full coverage of
the visible and near-infrared wavelengths is provided
with spectral resolution of approximately 10 nm.
Spatial resolution for nadir viewing is 20 m.

The scene shown in Fig. 4 is used for the experi-
ment and demonstrations described here. This im-
age was acquired on a SE–NW transect from the
Florida Current to Biscayne Bay. Elliot Key is
shown in the upper left corner. The shadow neigh-
bor pairs are near the seaward reef edge of Biscayne
National Park. The cloud image associated with the
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bottom pair ~cloud 1! is recorded on the adjoining
scene.

Homogeneity of the ocean optical properties
around the two cloud-shadow pairs is assumed based
on the apparent homogeneity of the scene in those
areas. In deep water, away from fronts with sharp
gradients in Lw, horizontal homogeneity within a
1-km square is an excellent assumption. For coastal
waters, the scene must be scrutinized for gradients in
Lw and the shadow and neighbor pairs chosen judi-
ciously. In Fig. 4 it is evident that the assumption of
homogeneity is more valid in the neighborhood of
cloud 1 and its shadow than that of cloud 2, an issue
that may be responsible for the noticeable difference
in results from application of the method to the two
shadows. Unfortunately, no appropriate clouds
were found in nearby scenes of the uniform waters of
the Florida Current where the method would be most
applicable.

We calibrated the AVIRIS moments before this im-
agery was collected at a clear-water offshore location
in the Florida Current using the vicarious calibration
method of Carder et al.5 The calibration area is ap-
proximately 25 km southeast of the region shown in
Fig. 4. In brief, the Rrs curves for calibration scenes
are measured, the values of Ed~01! are obtained from
LOWTRAN 7, and Lw~l! values are calculated by multi-
plying Rrs by Ed~01!. This technique maintains
consistency between the illumination for the
atmospheric-correction program and the ocean mea-
surements. The extraterrestrial solar radiance F0
provided by Neckel and Labs15 was used as the solar
source for all model calculations. Then LOWTRAN 7
was used to calculate the total radiance Lt reaching
the sensor from the ocean and the atmosphere. Co-
incidentally with the Rrs measurements, an image of
he area was acquired by the AVIRIS. Crests of
aves of approximately 100 m in wavelength were
bserved in the imagery, so the data were median
ltered by use of the brightness at 780 nm to discrim-

nate against some 10% of the pixels apparently con-
aining whitecaps andyor Sun glint. Had filtering

Fig. 4. Locations of sites where the cloud-shadow method was
used. Shadow and neighbor regions are marked by boxes.
not been performed, this enhanced brightness would
have been misinterpreted by the program as being
part of the atmospheric path radiance. Finally, the
calibration of the sensor was adjusted so that mod-
eled and measured Lt values matched. Significant
differences relative to preflight calibration values
were observed only for wavelengths less than approx-
imately 470 nm.

The first test of the cloud-shadow method was ver-
ification that the correct Rrs~l! 5 Lw~l!yEd~l! spec-
rum could be recovered from data acquired from an
mproperly calibrated sensor. Lt~l! spectra from the

bottom cloud-shadow pair of Fig. 4 ~cloud 1!, cali-
brated as described above, were used to perform the
verification. The test procedure was as follows:

~1! The true Lt~l! spectra from both the shadow and
he neighbor pixels were increased by 10% to simu-
ate spectra, Lt9~l!, that would have been acquired
ad the sensor calibration been in error by 10%.
~2! solLwn9~l! was calculated from Eq. ~5! as de-

scribed above by use of Lt9~l!. Then the first esti-
mate of the remote-sensing reflectance spectrum
Rrs9~l! was obtained from

Rrs9~l! 5 sol Lwn9~l!ysolEd~l!. (16)

~3! Corrected Lt9~l! spectra at the aircraft were
simulated by adding atmospheric effects derived from
LOWTRAN 7 for the appropriate conditions, i.e., a nadir-
viewing sensor, a 50.8° Sun angle, and a 60-km vis-
ibility through a marine aerosol with 80% relative
humidity and 1014-mb atmospheric pressure.

The iteration process consisted of repeating steps
~2! and ~3! above. The results of this method are
hown in Fig. 5. Both the true and miscalibrated
eflectance spectra are illustrated along with the in-
ermediate results from the cloud-shadow method.
fter four iterations of recalibration, the corrected

Fig. 5. Illustration of the convergence of the cloud-shadow cali-
bration. Solid curve is the true Rrs the dotted curve is Rrs9 that
would be derived if the sensor calibration had been in error by 10%.
Intermediate curves indicate the iterative convergence of the
cloud-shadow method.
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5545
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cloud-shadow reflectance spectrum approximates the
correct spectrum as closely as if the correct calibra-
tion had been used initially.

The method is effective for two reasons: ~1! The
error in the solar spectrum used to illuminate the
atmosphere in the LOWTRAN 7 calculations is less than
2%, and ~2! the atmospheric effects simulated by
LOWTRAN 7 account for most of the radiance measured
by the sensor. Lt~l! can be accurately modeled for
clear days because in the visible wavelengths it is
dominated by Rayleigh effects that have been accu-
rately quantified. If the sensor calibration were 10%
too large, the Lw spectrum calculated conventionally
rom the difference between Lt and ~La 1 Lr! would
ontain nearly all the error. Thus the convention-
lly calculated Lw could be 40% or more higher than

the true curve. The atmospheric path radiance re-
moved inherently by the cloud-shadow method leaves
an estimated Lw spectrum that is high by approxi-

ately only 10%, however. Because this spectrum
s closer to the correct one, recalibration based on this
ew ground target reflectance provides a better basis
or a second iteration of the recalibration loop, pro-
iding a calibration factor that is in error by less than
%. With iteration, convergence toward a calibra-
ion factor consistent with the solar spectrum and the
odel atmosphere used in LOWTRAN 7 is assured.

4. Results and Discussion

Two further demonstrations of the cloud-shadow
atmospheric-correction method were performed by
use of the scene shown in Fig. 4.

The results of applying the cloud-shadow method
to cloud 1 are compared with conventionally derived
results in Fig. 6. Results shown for the conventional
method were derived as described in Carder et al.5
with one exception: The water-leaving radiance at
780 nm could not be assumed to be zero, as the
method usually requires, because of Sun glint andyor
foam effects that are due to the 10–12-mys winds.16

Instead, the water-leaving radiance at 780 nm was
assumed to equal that determined by the cloud-

Fig. 6. Remote-sensing reflectance spectra from the bottom site
neighborhood of Fig. 2 by use of conventional atmospheric-
correction methods and the cloud-shadow method.
546 APPLIED OPTICS y Vol. 37, No. 24 y 20 August 1998
shadow method because it inherently separates the
atmospheric radiance from all water-leaving radi-
ance including Sun glint and foam effects. The re-
flectance derived by use of the cloud-shadow method
differs from the conventional result by less than 10%
from 400 to approximately 460 nm. From 460 to 700
nm, agreement is within approximately 5%.

The results of applying the method to the top
shadow neighbor pair ~cloud 2! are illustrated in Fig.
7. For this region the cloud-shadow reflectance
spectrum is as much as 15% below that for the con-
ventional approach for wavelengths less than 580
nm, whereas for longer wavelengths the comparison
is still excellent. Note that the area about the
shadow of cloud 2 appears less isotropic than that
about the shadow of cloud 1. The discrepancy be-
tween the two methods at the shorter wavelengths
may be due to differences in bottom depth andyor
lbedo between the shadow and neighbor pixels.
ariability in these bottom characteristics would be
asked by attenuation at the highly absorbing,

onger wavelengths. But note that for both cloud-
hadow regions the conventional method would have
eriously overcorrected for aerosol radiance had Sun
lint andyor foam effects not been detected and re-

moved by use of the cloud-shadow method.
The discrepancy between the conventionally de-

rived Rrs and that resulting from application of the
cloud-shadow method for both cloud-shadow pairs ap-
pears greatest in the spectral region ranging from
approximately 400 to approximately 580 nm. This
discrepancy is not likely due to inhomogeneity in at-
mospheric or marine optical properties. However,
the region shown in Fig. 4 is a shallow area where the
depth varies from 0 m ~at Elliot Key! to approxi-
mately 20 m at the southeast corner of the scene, and
the bottom is certainly being viewed in large portions
of this image. Perturbations in Lw~l! caused by bot-
om reflectance would be expected in the same spec-
ral region ~the most transparent region! as that in
hich the two methods differ the most.5 So, al-

though complete analysis of the effect of bottom re-

Fig. 7. Remote-sensing reflectance spectra from the top site
neighborhood of Fig. 2 by use of conventional atmospheric-
correction methods and the cloud-shadow method.
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flectance on the results of the cloud-shadow method
has not yet been undertaken, variable bathymetry
and bottom albedo are suspected to be the sources of
the scene inhomogeneity and of at least part of the
inconsistency between the two methods in the spec-
tral range from 400 to 580 nm.

Thus, although the cloud-shadow method cannot
provide an atmospheric correction for the entire im-
age ~unless the aerosol concentration and type are
horizontally homogeneous!, it can be used effectively
to provide an independent check for specific locations
to help identify problems resulting from errors in
sensor calibration or atmospheric-correction method-
ology. For the method to be most useful, horizontal
homogeneity in the neighborhood about the cloud and
shadow is required.

Appendix A

The term DskyLws~5 skyLwn 2 skyLws! that appears in
q. ~14! cannot be derived from LOWTRAN 7. Instead,

this quantity was estimated by use of backward
Monte Carlo simulation.11,17,18 The modeled atmo-
sphere consisted of 50 horizontally infinite and ho-
mogeneous layers overlying a flat sea surface.
Optical properties of the atmosphere were taken from
Elterman,12 with Rayleigh and marine aerosol phase
functions as in Reinersman and Carder.11

The quantities of interest in these calculations
were the differences in downward diffuse irradiances
needed to calculate DskyLws. Photons reflected from
he surface of the sea make some contribution to
d~01!, as do photons backscattered back into the

atmosphere from below the sea surface. But these
contributions to Ed~01! are probably about the same
n the shadow and neighbor regions and would cancel
ach other in the calculation of DskyLws. So, for sim-

plicity, the sea surface was modeled as a perfect ab-
sorber, and photons that would have impinged on the
sea surface more than once were neglected.

Clouds were modeled as spheres that completely
displaced the atmosphere in which they were imbed-
ded. The extinction coefficient within clouds was set
at 50 km21, and the single-scattering albedo was set
to unity.19 Scattering within clouds was governed
by a single-term Henyey–Greenstein phase function
with the asymmetry factor set to 0.85.20 In the re-
ults to follow, cloud 1 and cloud 2 represent the
ottom and top cloud-shadow pairs of Fig. 4, respec-
ively. Cloud 1 has a radius of 372 nm and a center
eight of 942 nm. Cloud 2 has a radius of 350 m and
center height of 1194 m. These parameters were

ased on estimation of the areas of the shadows and
he solar zenith angle of 50.8°.

Photon packets were traced backward from a re-
eiver located on the surface at a point of interest by
se of a method derived from Gordon.18 Each sim-

ulation in this research traced 105 packets, each ini-
tially representing 1010 photons, until the weight of
he packet was diminished to less than 1 photon.
stimates of the downward diffuse irradiance ~nor-

malized by the extraterrestrial solar irradiance! and
he average cosine of the downward diffuse irradi-
nce were acquired for each sensor position modeled.
Preliminary simulations indicated that the diffuse

ight field is highly variable in the region near and
ithin the shadow. Figures 8 and 9 show the nor-
alized diffuse irradiance and the average cosine for

iffuse irradiance at the surface in the vicinity of the
loud 1 model. These plots represent results mod-
led at 400 nm with Elterman’s standard atmo-
phere. The points in Fig. 8 are located in the
ertical plane containing the Sun, cloud center, and
hadow center ~SCS plane!. The points in Fig. 9 lie
n the line perpendicular to the SCS plane through
he center of the shadow. Reference lines are in-
luded that show the normalized downward diffuse
rradiance and average cosine for the same solar ze-
ith angle and atmospheric conditions with no cloud
resent.

Fig. 8. Normalized downward diffuse irradiance and average co-
sine for diffuse irradiance in the vicinity of cloud 1 at 400 nm in
Elterman’s standard atmosphere. Points lie on the surface in the
vertical plane containing the Sun, cloud, and shadow center.

Fig. 9. Normalized downward diffuse irradiance and average co-
sine for diffuse irradiance in the vicinity of cloud 1 at 400 nm in
Elterman’s standard atmosphere. Points lie on the surface along
a line through the center of the shadow and perpendicular to the
vertical plane containing the Sun, cloud, and shadow center.
20 August 1998 y Vol. 37, No. 24 y APPLIED OPTICS 5547
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An interesting feature of Fig. 8 is the bright spot
appearing directly below and sunward of the cloud.
This may be the result of modeling a spherical cloud
because, in this case, part of the brightly illuminated
side of the cloud is visible from directly below. The
features relevant to this research, however, are the
depletion of diffuse irradiance at the center of the
shadow and the distance to which perturbations that
are due to the presence of the cloud extend from the
center of the shadow. Many combinations of cloud
sizes, cloud heights, and aerosol optical thicknesses
were modeled, and the same general features ap-
peared in each case.

Selection of the neighboring region for a cloud
shadow involves a compromise. The neighboring re-
gion should be near enough to the shadow that the
inherent optical properties of the water in both re-
gions are the same, but the neighboring region should
be in a location where the downward radiance distri-
bution at the surface is not perturbed by the presence
of the cloud. Consider the surface divided into two
half-planes by the line through the shadow center
and perpendicular to the SCS plane. The results
shown in Figs. 8 and 9 indicate that the neighbor
region should be located in the half-plane that lies
further from the cloud, i.e., on the side of the shadow
from which the illuminated face of the cloud is not
visible. Neighbor points chosen directly on the SCS
plane should be at least 5 cloud radii from the shadow
center. Those chosen along the line perpendicular
to the SCS plane may be as near as 3 cloud radii to
the shadow center.

The data comprising Fig. 10 resulted from model-
ing cloud 1 and cloud 2 under the same conditions
just described. The neighbor region was located in
each case 3 cloud radii from the shadow center on the
line through the shadow center and perpendicular to
the SCS plane. The average cosine of the diffuse
irradiance at the neighbor regions is indistinguish-
able from the clear sky ~no cloud present! value. The
verage cosine at the shadow centers varies from the

Fig. 10. Normalized downward diffuse irradiance and average
cosine at shadow center and neighbor regions for cloud 1 and cloud
2 embedded in Elterman’s standard atmosphere. Clear sky val-
ues represent conditions with no cloud present.
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lear sky values by less than 10% in the worst case.
he normalized downward diffuse irradiance at the
eighbor points is also indistinguishable from the
lear sky value. The normalized downward diffuse
rradiance at the shadow centers differs between
loud 1 and cloud 2 because of differences in cloud
izes and heights.
Elterman’s standard atmosphere represents condi-

ions that are much more turbid than those prevail-
ng when the image of Fig. 4 was acquired. Accurate

odeling of these very clear conditions required scal-
ng of Elterman’s aerosol profile so that ta~550 nm! 5
.0375. The simulations for Fig. 10 were repeated
sing the scaled atmosphere, and the results are
hown in Fig. 11. Note that for the clear conditions,
he difference in diffuse irradiance at the center of the
hadows for the two clouds is negligible and that the
ifference in diffuse irradiance between the shadow
nd neighbor regions is much less than for the turbid
onditions shown in Fig. 10.

Geometric arguments dictate that if the average
osines for downward diffuse irradiance were the
ame in the shadow and neighbor regions, then the
emote-sensing reflectances for downward diffuse ir-
adiance in the two regions would also be equal.
igures 10 and 11 show that the average cosines are
ot equal, but vary by less than 10%. For the
resent, assume that the small differences in down-
ard average cosines can be neglected. Then

skyRrs~shadow! 5 skyRrs~neighbor! 5 Rrs, (A1)

DskyLws 5 Rrs@skyEd~0
1!~neighbor!

2 Ed~0
1!~shadow!#. (A2)

The consequences of miscalculating DskyLws can be
nderstood qualitatively by examining its impor-
ance in Eq. ~14! with respect to the term ~solLwn 1

DskyLws!. Again, assuming that Eq. ~A1! holds,

DskyLwsy~solLwn 1 DskyLws! 5 @skyEd~0
1!~neighbor!

2 Ed~0
1!~shadow!#y@solEd~0

1!~neighbor! 1 skyEd~0
1!~neighbor!

2 Ed~0
1!~shadow!#. (A3)

Fig. 11. Same as Fig. 10, except Elterman’s aerosol is scaled so
that ta~550 nm! 5 0.0375.
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The values of the right-hand side of Eq. ~A3! are shown
in Fig. 12 for cloud 1 and cloud 2, each embedded in
both Elterman’s standard and scaled atmosphere.
Note that omission of DskyLws can lead to an error as
high as 25% in the calculation of solLwn, and hence in
Rrs, when modeling clouds approximately the size and
height used in this demonstration if they are embed-
ded in a very turbid atmosphere. However, accurate
estimation of DskyLws becomes less important when the
cloud-shadow method is used in very clear conditions
where it contributes less than 3% in the calculation of
Rrs~700 nm!.
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